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New differences of integer orders, which are connected with derivatives of integer orders not approximately, are proposed. These differences are represented by infinite series. A characteristic property of the suggested differences is that its Fourier series transforms have a power-law form. We demonstrate that the proposed differences of integer orders \( n \) are directly connected with the derivatives \( \frac{\partial^n}{\partial x^n} \). In contrast to the usual finite differences of integer orders, the suggested differences give the usual derivatives without approximation.

1. Introduction

It is well known that the finite difference of integer order \( n \) cannot be considered as an exact discretization of the derivative of order \( n \). For example, the forward finite difference \( \Delta_h^1 \) of first order with step \( h \) can be formally represented [1, 2] by the Taylor series:

\[
\Delta_h^1 f(x) = h \frac{\partial}{\partial x} + \frac{h^2}{2} \frac{\partial^2}{\partial x^2} + \frac{h^3}{6} \frac{\partial^3}{\partial x^3} + \cdots = \exp \left( h \frac{\partial}{\partial x} \right) - I. \tag{1}
\]

Therefore the finite differences of order \( n \in \mathbb{N} \) give only approximation of the derivatives of integer orders \( \frac{\partial^n}{\partial x^n} \), and \( \Delta_h^n / h^n \) gives the derivative at \( h \to 0 \) only. Using formal inverting of (1), we get the equation

\[
h \frac{\partial}{\partial x} = \log \left( 1 + \Delta_h^1 \right) = \sum_{j=0}^{\infty} \frac{(-1)^j}{j+1} \Delta_h^{j+1}, \tag{2}
\]

which holds in the sense that left and right sides of (2) give the same result when applied to polynomials and analytic functions. Equation (2) allows us to assume that the derivatives of integer orders should be represented by differences that are represented by infinite series with power-law coefficients. For this reason, these differences will be called the infinite but they are not supposed infinite in value.

It should be noted that infinite differences and corresponding derivatives of noninteger order have been first proposed by Grünwald [3] in 1868. These differences are defined by infinite series (see Section 20 in [5]) as a generalization of the usual finite difference of integer orders. Now these differences are called the Grünwald-Letnikov fractional differences [5, 6].

In this paper, we suggest new differences of integer orders that are connected with derivatives not approximately. A characteristic property of the suggested differences is that its Fourier series transforms have the power-law form. We demonstrate that these differences of integer orders \( n \) are directly connected with the derivatives \( \frac{\partial^n}{\partial x^n} \). The main advantage of these differences is a direct connection with the usual derivatives for all integer orders.

2. Derivatives and Differences of Integer Orders

In this section we briefly describe the finite differences and derivatives of integer orders to fix notation for further consideration.

2.1. Finite Differences and Derivatives. Let us consider well-known finite differences of integer orders \( n \in \mathbb{N} \).

Definition 1. The forward finite difference \( \Delta_h^n \) of order \( n \in \mathbb{N} \) with the step \( h \) is given by

\[
\Delta_h^n f(x) := \sum_{m=0}^{n} \frac{(-1)^m n!}{m! (n-m)!} f(x + (n-m) h). \tag{3}
\]
The backward finite difference $\nabla^n_h$ of order $n \in \mathbb{N}$ is given by
\[
\nabla^n_h f(x) := \sum_{m=0}^{n} \frac{(-1)^m m!}{m! (n-m)!} f(x - mh).
\]

The central finite difference $\delta^n_h$ of order $m \in \mathbb{N}$ is given by
\[
\delta^n_h f(x) := \sum_{m=0}^{n} \frac{(-1)^m m!}{m! (n-m)!} f(x + \left(\frac{n}{2} - m\right) h).
\]

These finite differences of order $m \in \mathbb{N}$ for functions $f[n]$ of a discrete variable $n \in \mathbb{Z}$ are defined by the equations
\[
\Delta^m f[n] := \sum_{j=0}^{m} \frac{(-1)^j m!}{j! (m-j)!} f[n + (m-j)] ,
\]
\[
\nabla^m f[n] := \sum_{j=0}^{m} \frac{(-1)^j m!}{j! (m-j)!} f[n - j] ,
\]
\[
\delta^m f[n] := \sum_{j=0}^{m} \frac{(-1)^j m!}{j! (m-j)!} f[n + \left(\frac{m}{2} - j\right)].
\]

Let us give a connection of the finite differences and derivatives of integer orders.

**Proposition 2.** The finite differences (3)–(5) of order $n \in \mathbb{N}$ with the step $h$ can be represented by the equations
\[
\Delta^n_h f(x) = \sum_{m=0}^{n} \frac{(-1)^m m!}{m! (n-m)!} \exp \left( (n-m) \frac{d}{dx} \right) f(x) ,
\]
\[
\nabla^n_h f(x) = \sum_{m=0}^{n} \frac{(-1)^m m!}{m! (n-m)!} \exp \left( -mh \frac{d}{dx} \right) f(x) ,
\]
\[
\delta^n_h f(x) = \sum_{m=0}^{n} \frac{(-1)^m m!}{m! (n-m)!} \exp \left( \left(\frac{n}{2} - m\right) h \frac{d}{dx} \right) f(x) .
\]

**Proof.** Using the well-known relation [7] of the form
\[
\exp \left( h \frac{d}{dx} \right) f(x) = f(x + h) ,
\]
we get
\[
f(x + (n-m)h) = \exp \left( (n-m) h \frac{d}{dx} \right) f(x) ,
\]
\[
f(x - mh) = \exp \left( -mh \frac{d}{dx} \right) f(x) ,
\]
\[
f(x + \left(\frac{n}{2} - m\right) h) = \exp \left( \left(\frac{n}{2} - m\right) h \frac{d}{dx} \right) f(x) .
\]

Substituting (11) into the finite differences (3)–(5) give representation (9).

**Remark 3.** For example, the central finite difference of second order is represented [7] in the form
\[
\delta^2_h = 2 \sum_{j=1}^{\infty} h^2 j \frac{\partial^2 f(x)}{\partial x^{2j}} .
\]

It is easy to see that
\[
\frac{1}{h^2} \delta^2_h f(x) \neq \frac{\partial^2 f(x)}{\partial x^2} .
\]

Only the limit $h \to 0$ gives
\[
\lim_{h \to 0} \frac{\delta^2_h f(x)}{h^2} = \frac{\partial^2 f(x)}{\partial x^2} .
\]

As a result, we have that the central finite difference $\delta^2_h$ can be considered only as an approximation of the derivative of second order. Similarly, we have the inequality
\[
\frac{1}{h^n} \delta^n_h f(x) \neq \frac{\partial^n f(x)}{\partial x^n} \quad (n \in \mathbb{N}) ,
\]
and the equality for the limit $h \to 0$:
\[
\lim_{h \to 0} \frac{\delta^n_h f(x)}{h^n} = \frac{\partial^n f(x)}{\partial x^n} .
\]

For other finite differences (3)-(4) we have equations, which are similar to (15) and (16).

Using representations (9) and (15), we can see that all finite differences (3)-(5) of orders $n \in \mathbb{N}$ cannot give exactly the derivative $\partial^n /\partial x^n$. These differences can be considered only as approximations of the derivative of integer order $n$ which coincide with derivatives at $h \to 0$ only.

2.2. Fourier Series Transform and Finite Differences. A conclusion about connection between finite differences and derivatives can also be obtained by using the Fourier series and integral transforms of differences (6)–(8) and derivatives.

The Fourier integral transform of the function $f(x)$ is
\[
\tilde{f}(k) = \int_{-\infty}^{\infty} dx f(x) e^{-ikx} = \mathcal{F} \{ f(x) \} ,
\]
and the inverse Fourier integral transform is defined by
\[
f(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dk \tilde{f}(k) e^{ikx} = \mathcal{F}^{-1} \{ \tilde{f}(k) \} .
\]

It is well known that the derivatives of integer order $n \in \mathbb{N}$ have the Fourier integral transform in the form
\[
\mathcal{F} \left( \frac{\partial^n f(x)}{\partial x^n} \right) = \int_{-\infty}^{\infty} dx e^{-ikx} \frac{\partial^n f(x)}{\partial x^n} = (ik)^n \tilde{f}(k) .
\]

The Fourier series transform of the discrete function $f[n] \in l^2$ is defined by
\[
\tilde{f}(k) = \sum_{n=-\infty}^{\infty} f[n] e^{-ikn} = \mathcal{F}_{h\Delta} \{ f[n] \} .
\]
And the inverse Fourier series transform is

\[
f [n] = \frac{h}{2\pi} \int_{-\infty}^{+\infty} \frac{dk}{j^N} \tilde{f}(k) e^{iknh} = \mathcal{F}^{-1}_{h,\Delta} \{ \hat{f}(k) \}. \tag{21}
\]

Note that we use the minus sign in the exponent of (20) instead of plus that is usually used.

The Fourier series transforms of the finite differences of order \( n \in \mathbb{N} \) are given by the following proposition.

**Proposition 4.** The Fourier series transforms of differences (6)–(8) have the form

\[
\mathcal{F}_{h,\Delta}(\Delta^m f [n]) = \sum_{j=0}^{m} (-1)^j m! \exp(ik(m-j)h) \tilde{f}(k), \tag{22}
\]

\[
\mathcal{F}_{h,\Delta}(\nabla^m f [n]) = \sum_{j=0}^{m} (-1)^j m! \exp(-ikj h) \tilde{f}(k), \tag{23}
\]

\[
\mathcal{F}_{h,\Delta}(\delta^m f [n]) = \sum_{j=0}^{m} (-1)^j m! \exp((m^2 - j)h) \tilde{f}(k). \tag{24}
\]

**Proof.** Let us consider the forward finite difference (6). Using (20), we get

\[
\mathcal{F}_{h,\Delta}(\Delta^m f [n]) = \sum_{j=0}^{m} (-1)^j m! j! (m-j)! \exp(i k (m-j) h) \tilde{f}(k).
\]

As a result, we proved (22). Similarly, we get (23) and (24).

**Remark 5.** It is easy to see that the Fourier series transform of differences (6)–(8) of order \( n \in \mathbb{N} \) cannot be considered as \( n \) power of \((ikh)\):

\[
\mathcal{F}_{h,\Delta}(\Delta^m) \neq (ikh)^n. \tag{26}
\]

Only the limit \( h \to 0 \) gives

\[
\lim_{h \to 0} \mathcal{F}_{h,\Delta}(\Delta^m) = (ikh)^n. \tag{27}
\]

For other finite differences (4)–(5), we have equations, which are similar to (26) and (27).

**Proposition 6.** The inverse Fourier integral transform (18) of expressions (22)–(24) has the form

\[
\mathcal{F}^{-1}_{h,\Delta}(\Delta^m f [n]) = \sum_{j=0}^{m} (-1)^j m! n! \exp((m-j)h \frac{\partial}{\partial x}) f(x), \tag{28}
\]

\[
\mathcal{F}^{-1}_{h,\Delta}(\nabla^m f [n]) = \sum_{j=0}^{m} (-1)^j m! n! \exp(-j h \frac{\partial}{\partial x}) f(x), \tag{29}
\]

\[
\mathcal{F}^{-1}_{h,\Delta}(\delta^m f [n]) = \sum_{j=0}^{m} (-1)^j m! n! \exp((m^2 - j)h \frac{\partial}{\partial x}) \tilde{f}(k). \tag{30}
\]

**Proof.** Let us consider (22) for the forward difference (6). Using the inverse Fourier integral transform (18) for the function \(\exp(i k (m-j) h)\), we get

\[
\mathcal{F}^{-1}_{h,\Delta}(\exp(i k (m-j) h)) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{dk}{j^N} \exp(i k (m-j) h) e^{ikx} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{dk}{j^N} (i k)^m \exp((m-j)h \frac{\partial}{\partial x}) \tilde{f}(x).
\]

As a result, we proved (28). Similarly, we get (29) and (30).

**Remark 7.** It is easy to see that expressions (22)–(24) coincide with (11) by the change of variables \( j \to m \) and \( m \to n \).

**Remark 8.** For example, the central finite difference (8) of second order has the Fourier series transform in the form

\[
\mathcal{F}_{h,\Delta}(\delta^2) = 2 \sum_{j=1}^{\infty} \frac{(-1)^j j!}{(2j)!} (kh)^{2j}.
\]

Using (19), the inverse Fourier integral transform \(\mathcal{F}^{-1} \) gives

\[
\mathcal{F}^{-1}_{h,\Delta}(\delta^2) = 2 \sum_{j=1}^{\infty} \frac{1}{(2j)!} (kh)^{2j} \frac{\partial^2}{\partial x^{2j}},
\]

which coincides with (12).

As a result, we have that the characteristic property of finite difference (6) is the inequality

\[
\mathcal{F}_{h,\Delta}(\Delta^m) \neq (ikh)^n. \tag{34}
\]

This inequality leads us to the corresponding inequality

\[
\frac{1}{h^n} \mathcal{F}^{-1}_{h,\Delta}(\Delta^m) \neq \frac{\partial^n}{\partial x^n}, \tag{35}
\]
which means that finite difference (6) of orders \( n \in \mathbb{N} \) cannot give exactly the derivative \( \partial^p / \partial x^p \). Only in the limit \( h \to 0 \), we get

\[
\lim_{h \to 0} \frac{\mathcal{F}^{-1}(\mathcal{F}_{h,\Delta}(\mathcal{F}^n))}{h^n} = \frac{\partial^n}{\partial x^n}.
\] (36)

Therefore difference (6) can be considered only as approximation of the derivative \( \partial^n / \partial x^n \). For the finite differences \( \mathcal{V}^n \) and \( \mathcal{D}^n \), which are defined by (7) and (8), we have the same equations.

3. Formulation of the Problem

Finite differences of orders \( n \in \mathbb{N} \) can be considered only as approximation of the derivative of integer order \( n \). We would like to get a difference that can be connected with the derivative \( \partial^n / \partial x^n \) not only by the limit \( h \to 0 \), which is defined by (40), the sequence space \( l^p \) for \( p > 0 \), and the kernels \( K_n^\pm(m) \) are the real-valued functions of discrete variable \( m \in \mathbb{Z} \) such that the properties

\[
K_n^\pm(-m) = \pm K_n^\pm(m)
\] (40)

hold for all \( m \in \mathbb{N} \) and \( n \in \mathbb{N} \). The operators \( \mathcal{F} \mathcal{D}^{\pm} \) will be called even (“+”) and odd (“−”) \( \mathcal{F} \)-differences of order \( n \).

Definition 9. A general form of differences \( \mathcal{F} \mathcal{D}^{\pm} \) of order \( n \in \mathbb{N} \) is defined by the equation

\[
\mathcal{F} \mathcal{D}^{\pm} f[m] := \sum_{j=-\infty}^{\infty} K_n^\pm(j) f[m - j],
\] (39)

where the functions \( f[m] \in l^p \) (\( p \geq 2 \)) and the kernels \( K_n^\pm(m) \in l^p \) (\( p \geq 1 \)) are the real-valued functions of discrete variable \( m \in \mathbb{Z} \) such that the properties

\[
\text{if condition (44) holds and } f[m] \in l^p \text{ (} q \geq 2 \text{) and } K_n^\pm(m) \in l^p \text{ (} p \geq 1 \text{)},
\]

we get

\[
g^\pm[m] := \mathcal{F} \mathcal{D}^{\pm} f[m] \in l^p
\] (47)

if condition (44) holds and \( f[m] \in l^p \) (\( q \geq 2 \) and \( K_n^\pm(m) \in l^p \) (\( p \geq 1 \)).

Remark 10. In the definition we use the space sequence \( l^p \) (\( p > 0 \)), which is the linear space consisting of all discrete functions (sequences) \( f[n] \), where \( n \in \mathbb{Z} \), satisfying the inequality

\[
\sum_{n=-\infty}^{\infty} |f[n]|^p < \infty.
\] (41)

If \( p \geq 1 \), then we can define a norm on the \( l^p \)-space by the equation

\[
\|f\|_p := \left( \sum_{n=-\infty}^{\infty} |f[n]|^p \right)^{1/p}.
\] (42)

The sequence space \( l^p \) with \( p > 0 \) is a complete metric space with respect to this norm, and therefore it is a Banach space. We can assume that \( f[n] \) belongs to the Hilbert space \( l^2 \) of square-summable sequences to apply the Fourier series transform. It is known that if \( 1 \leq p < q \), then \( l^p \subset l^q \). Therefore, \( l^p \subset l^q \) if \( q > 2 \), and we will consider \( f[m] \in l^q \) with \( q \geq 2 \).

Proposition 11. Difference (39), which are defined by convolutions of \( K_n^\pm(m) \in l^p \) (\( p > 1 \)) and \( f[m] \in l^q \) (\( q \geq 2 \)) are operators \( l^p \to l^r \) that map the discrete function \( f[m] \in l^q \) (\( q \geq 2 \)) into functions \( g^\pm[m] \in l^r \) (\( r \geq 2 \)) such that

\[
g^\pm[m] := \mathcal{F} \mathcal{D}^{\pm} f[m] \in l^r,
\] (43)

where \( m \in \mathbb{Z} \), and

\[
\frac{1}{r} + 1 = \frac{1}{p} + \frac{1}{q}.
\] (44)

Proof. It is known that if \( f[m] \in l^p \) and \( K[m] \in l^q \), then the inequality

\[
\|K \ast f\|_r \leq \|K\|_p \|f\|_q
\] (45)

holds, where \( r \) is defined by (44) and the star \( \ast \) denotes the convolution. This is Young’s inequality for convolutions (see [13,14] and Theorem 276 of [15]). Using Young’s inequality in the form

\[
\left\| \mathcal{F} \mathcal{D}^{\pm} f[m] \right\|_r = \|K_n^\pm \ast f[m]\|_r \leq \|K_n^\pm\|_p \|f\|_q,
\] (46)

we get

\[
g^\pm[m] := \mathcal{F} \mathcal{D}^{\pm} f[m] \in l^r
\] (47)

if condition (44) holds and \( f[m] \in l^p \) (\( q \geq 2 \) and \( K_n^\pm(m) \in l^p \) (\( p \geq 1 \)).

Remark 12. The Fourier series transforms of difference (39) have the form

\[
\mathcal{F}_{h,\Delta} \{ \mathcal{F} \mathcal{D}^{\pm} f[m] \} := \sum_{m=-\infty}^{\infty} e^{-ikmF} \mathcal{D}^{\pm} f[m] = \tilde{K}^\pm_n(kh) \tilde{f}(k).
\] (48)

In order to get (38), we should use

\[
\tilde{K}^+ (k) = |k|^n,
\] (49)

\[
\tilde{K}^- (k) = i \text{ sgn}(k) |k|^n.
\] (49)

Using property (40), the kernels \( K_n^\pm(m) \) can be defined by the equations

\[
K_n^+ (m) = \frac{1}{\pi} \int_0^\pi \tilde{K}_n^+ (k) \cos(km) \, dk,
\] (50)

\[
K_n^- (m) = \frac{i}{\pi} \int_0^\pi \tilde{K}_n^- (k) \sin(km) \, dk.
\] (50)
These equations allow us to get exact expressions for the kernels $K^\pm_n(m)$.

4. Exact Expression of Infinite $\mathcal{T}$-Differences

The exact expressions for the kernels $K^\pm_n(m)$, which satisfy conditions (49), are given by the following proposition.

**Proposition 13.** The kernels $K^\pm_n(m)$ of even and odd $\mathcal{T}$-difference (39) for order $m \in \mathbb{N}$, which satisfy conditions (49), are given by the equations

$$K^+_n(m) = \sum_{k=0}^{[(m-1)/2]} \frac{(-1)^{n+k} m! (m-2k-2)!}{n^{m+1}} + \frac{(-1)^{[(n+1)/2]} m! (2 \left(\left\lfloor m+1 \right\rfloor/2 \right) - m)}{n^{m+1}}$$

$$K^-_n(m) = -\sum_{k=0}^{[m/2]} \frac{(-1)^{n+k+1} m! (m-2k-1)!}{n^{m+1}} - \frac{(-1)^{[m/2]} m! (2 \left\lfloor m/2 \right\rfloor - m + 1)}{n^{m+1}}$$

where $[x]$ is the integer part of the value $x$ and $n \in \mathbb{N}$. Here $2[(m+1)/2] - m = 1$ for odd $m$ and $2[(m+1)/2] - m = 0$ for even $m$. As a result, we get (51), (52), and (53).

**Proof.** Substitution of (49) into (50) gives

$$K^+_n(m) = \frac{1}{\pi} \int_0^\pi k^n \cos(km) dk,$$

$$K^-_n(m) = -\frac{1}{\pi} \int_0^\pi k^n \sin(km) dk.$$  

Then we use equation 2.5.3.5 of [16] that has the form

$$\int_0^\pi x^n \cos(nx) dx = \frac{(-1)^{n+1} n!}{2^{n+1} n!} \sum_{k=0}^{\left\lceil n/2 \right\rceil} (-1)^k \sin \left(\frac{\pi}{2} - k \pi \right) \sin \left(\frac{k \pi}{2} \right) \int_0^\pi x^n \sin(nx) dx = \frac{(-1)^{n+1} n!}{2^{n+1} n!} \sum_{k=0}^{\left\lceil n/2 \right\rceil} (-1)^k \sin \left(\frac{\pi}{2} - k \pi \right) \sin \left(\frac{k \pi}{2} \right)$$

**Examples.** The kernels (51) with $m = 2$ and $m = 4$ have the form

$$K^+_2(n) = \frac{2(-1)^n}{n^2} \quad (n \neq 0, n \in \mathbb{Z}),$$

$$K^+_4(n) = \frac{4\pi^2(-1)^n}{n^2} - \frac{24(-1)^n}{n^4} \quad (n \neq 0, n \in \mathbb{Z}).$$

Using (52) for $m = 1$ and $m = 3$, we get the examples

$$K^-_1(n) = -\frac{1}{n} \quad (n \neq 0, n \in \mathbb{Z}),$$

$$K^-_3(n) = \frac{(-1)^n}{n} - \frac{6(-1)^n}{n^3} \quad (n \neq 0, n \in \mathbb{Z}).$$

Let us define $\mathcal{T}$-difference $\mathcal{T}^n$ of order $n \in \mathbb{N}$, that is, a generalization of $\mathcal{T}^n$ such that conditions (37) and (38) hold.

**Definition 14.** A general form of $\mathcal{T}$-difference $\mathcal{T}^n$ of order $n \in \mathbb{N}$ is defined by the equation

$$\mathcal{T}^n f[m] := \sum_{j=-\infty}^{+\infty} K_n(j) f[m-j],$$

where the function $f[m] \in l^q (q \geq 2)$ and the kernel $K_n(m) \in l^p (p \geq 1)$ are real-valued function of integer variable $m \in \mathbb{Z}$, and

$$K_n(m) = \cos \left(\frac{\pi n}{2}\right) K^+_n(m) + \sin \left(\frac{\pi n}{2}\right) K^-_n(m).$$

**Remark 15.** Substitution of (54) into (59) gives

$$K_n(m) = \frac{1}{\pi} \int_0^\pi k^n \left(\cos \frac{\pi n}{2} \cos (km) - \sin \frac{\pi m}{2} \sin (km)\right) dk.$$  

As a result, we get

$$K_n(m) = \frac{1}{\pi} \int_0^\pi k^n \cos \left(\frac{\pi m}{2}\right) dk.$$
Remark 16. Using (59), we can represent the $\mathcal{T}$-difference through the even and odd differences in the form
\[
\mathcal{T}^n f[m] = \cos \left( \frac{m \pi}{m} \right) \mathcal{T}^{n+} f[m] + \sin \left( \frac{m \pi}{m} \right) \mathcal{T}^{n-} f[m].
\]

Examples. Let us give exact equations for $\mathcal{T}$-differences of orders $n = 1, 2, 3, 4$. The $\mathcal{T}$-difference of first order has the form
\[
\mathcal{T}^1 f[n] := \sum_{m=\infty}^{-\infty} \frac{(-1)^m}{m} f[n-m].
\]

The $\mathcal{T}$-difference of second order has the form
\[
\mathcal{T}^2 f[n] := -\sum_{m=\infty}^{-\infty} \frac{2(-1)^m}{m^2} f[n-m] - \frac{\pi^2}{3} f[n].
\]

The $\mathcal{T}$-difference of third order
\[
\mathcal{T}^3 f[n] := -\sum_{m=\infty}^{-\infty} \left( \frac{(-1)^m}{m} \frac{\pi^2}{m^3} - \frac{6(-1)^m}{m^3} \right) f[n-m].
\]

The $\mathcal{T}$-difference of fourth order
\[
\mathcal{T}^4 f[n] := \sum_{m=\infty}^{-\infty} \left( \frac{4\pi^2}{m^2} \frac{(-1)^m}{m^2} - \frac{24(-1)^m}{m^4} \right) f[n-m] + \frac{\pi^4}{3} f[n].
\]

Remark 17. Note that the numerical series of (63)–(66) converge for $f[m] \in l^q$ ($q \geq 2$) since the kernels $K_n(m) \in l^p$ ($p > 1$) (see Proposition 11). Note that using equation 5.1.2.3 of [16], we can get
\[
\sum_{n=1}^{\infty} \frac{(-1)^n}{m^n} = \left( 2^{1-\gamma} - 1 \right) \frac{s}{\Gamma(s)} \int_0^{\infty} \frac{x^{s-1}}{e^x+1} dx
\]
where $\zeta(s)$ is the Riemann zeta function, $\Gamma(s)$ is the Gamma function, and
\[
T_1 = -\ln(2),
T_2 = \frac{\pi^2}{12},
T_3 = -0.90154268\ldots,
T_4 = \frac{7\pi^4}{720}.
\]

As a result, series (63)–(66) with $f[m] = 1$ for all $m \in \mathbb{Z}$ converge.

Remark 18. Let us note that we can consider the $\mathcal{T}$-difference for $n = -1$. In this case, we have
\[
\mathcal{T}^{-1} := \sin \left( -\frac{\pi}{2} \right) \mathcal{T}^{-1} = -\mathcal{T}^{-1},
\]
where
\[
K_{-1} (m) = -K_{-1} (m) = \frac{1}{\pi} \int_0^{\pi} k^{-1} \sin(mk) dk
\]
and $\sin(z)$ is the sine integral. As a result, we have the difference of first negative order in the form
\[
\mathcal{T}^{-1} f[n] := \sum_{m=\infty}^{-\infty} \pi^{-1} \sin(mn) f[n-m].
\]

The Fourier series transform $\mathcal{F}_{h, \Delta}$ of this difference is
\[
\mathcal{F}_{h, \Delta} \left( \mathcal{T}^{-1} \right) = (ikh)^{-1}.
\]

This difference corresponds to the integration. Note that a possibility to use the infinite differences for negative orders is not unique. For example, the Grünwald-Letnikov derivatives can be used for orders $\alpha < 0$ (see Section 20 in [5] and Section 2.2 in [6]) if the functions $f(x)$ satisfy the condition
\[
|f(x)| < c (1 + |x|)^{-\mu},
\]
where $\mu > |\alpha|$.

5. Properties of Infinite $\mathcal{T}$-Differences

Let us give examples, which allows us to demonstrate that the $\mathcal{T}$-difference $\mathcal{T}^1$ action is similar to derivative, when applied to polynomials and analytic functions.

Proposition 19. The $\mathcal{T}$-differences $\mathcal{T}^1$ of first order of the power-law function, the sine and cosine functions, and the exponential function have the form
\[
\mathcal{T}^1 n^m = mn^{m-1} \quad (m \in \mathbb{N}),
\]
\[
\mathcal{T}^1 \sin(kn) = k \cos(kn) \quad (k \in \mathbb{R}),
\]
\[
\mathcal{T}^1 \cos(kn) = -k \sin(kn) \quad (k \in \mathbb{R}),
\]
\[
\mathcal{T}^1 \exp(kn) = k \exp(kn) \quad (k \in \mathbb{R}),
\]
where $n \in \mathbb{N}$. 
Proposition 21. The Fourier series transform \( F_{h,\Delta} \) of the \( \mathcal{T} \)-difference has the form

\[
F_{h,\Delta}(\mathcal{T}^n f [m]) (k) = (ikh)^n \hat{f} (k),
\]

where \( \text{sgn}(k) \) is the sign of the variable \( k \).

Proof. Using (62) and Euler's formula, we get

\[
F_{h,\Delta}(\mathcal{T}^n f [m]) (k) = \cos \left( \frac{nm}{2} \right) F_{h,\Delta}(\mathcal{T}^{n+} f [m]) (k) + \sin \left( \frac{nm}{2} \right) F_{h,\Delta}(\mathcal{T}^{n} f [m]) (k)
\]

\[
= \left( \cos \left( \frac{nm}{2} \right) \right) \mathcal{K}_n^+ (kh)
\]

\[
+ i \, \text{sgn} (k) \sin \left( \frac{nm}{2} \right) \mathcal{K}_n^- (kh)^n (F_{h,\Delta} f) (k)
\]

\[
= \left( \cos \left( \frac{nm}{2} \right) \right) \mathcal{K}_n^+ (kh)^n
\]

\[
\cdot (F_{h,\Delta} f) (k) = e^{i \alpha \text{sgn}(kh)/2} |kh|^n \hat{f} (k)
\]

\[
= \left( e^{i \alpha \text{sgn}(kh)/2} \right)^n |kh|^n \hat{f} (k) = (i \, \text{sgn} (kh))^n |kh|^n \hat{f} (k).
\]

\[
\Rightarrow \hat{f} (k) = (ikh)^n \hat{f} (k).
\]

Remark 22. The main property of the \( \mathcal{T} \)-differences is the Fourier series transform in the form

\[
F_{h,\Delta}(\mathcal{T}^n f [m]) = (ikh)^n \hat{f} (k).
\]

As a result, we can consider the inverse Fourier integral transform \( F^{-1} \) of (85) to get

\[
F^{-1} \left( F_{h,\Delta} \left( \mathcal{T}^n \Delta \right) \right) = F^{-1} \left( (ikh)^n \right) = h^n \frac{\partial^n}{\partial x^n}.
\]

Let us prove that the \( \mathcal{T} \)-differences \( \mathcal{T} \Delta^n \) of integer orders \( n \in \mathbb{N} \) are directly related with the derivatives \( \partial^n/\partial x^n \) of orders \( n \).

Proposition 23. The transform operators \( F^{-1} \circ F_{h,\Delta} \) map the \( \mathcal{T} \)-differences \( \mathcal{T} \Delta^n \) of integer orders \( n \in \mathbb{N} \) into the derivative of orders \( n \):

\[
F^{-1} \circ F_{h,\Delta} \left( \mathcal{T} \Delta^n \right) = h^n \frac{\partial^n}{\partial x^n}.
\]

Proof. Using the Fourier series transform (83) of \( \mathcal{T} \)-difference, we get

\[
F^{-1} \circ F_{h,\Delta} \left( \mathcal{T} \Delta^n \right) = F^{-1} (ikh)^n = h^n \frac{\partial^n}{\partial x^n}.
\]
that leads us to the corresponding equality
\[ \frac{1}{h^n} \mathcal{F}^{-1} \left( \mathcal{F}_{h,\Delta} \left( \mathcal{F}^n \right) \right) = \frac{\partial^n}{\partial x^n}, \tag{90} \]
which means that the \( \mathcal{F} \)-difference of order \( n \in \mathbb{N} \) gives the derivative \( \partial^n/\partial x^n \) exactly. The \( \mathcal{F} \)-difference of order \( n \in \mathbb{N} \) is connected with the derivative \( \partial^n/\partial x^n \) not only asymptotically by the limit \( h \to 0 \). In the limit \( h \to 0 \), we also get
\[ \lim_{h \to 0} \frac{1}{h^n} \mathcal{F}^{-1} \left( \mathcal{F}_{h,\Delta} \left( \mathcal{F}^n \right) \right) = \frac{\partial^n}{\partial x^n}. \tag{91} \]
Therefore the suggested \( \mathcal{F} \)-difference can be considered not only as approximation of the derivative \( \partial^n/\partial x^n \), but it can also be considered as an exact discrete analog of derivatives of integer orders.

6. Conclusion

In this paper, we propose new type of differences that are directly connected with derivatives of integer order in contrast with usual finite differences that can be considered only as approximation of these derivatives. A main characteristic of the suggested differences is that its Fourier series transforms have the power-law form. In the paper we demonstrate that these differences of integer orders \( n \in \mathbb{N} \) are directly connected with the derivatives \( \partial^n/\partial x^n \). This is the main advantage of these differences in contrast with all other differences that can be considered as an approximation of integer order derivatives. It allows us to consider an exact discretization of differential equations. We assume that the suggested differences can be interesting in application since they allow us to reflect characteristic properties of complex continua at the microstructural and nanostructural levels by matching lattice models with long-range interactions.
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