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Abstract
Images damaged by noise present a problem that can be addressed by per-
forming noise-reduction using neural networks. This thesis analyses the per-
formance of two different neural networks, a Mulilayer Perceptron (MLP) and
a Convolutional Neural Network (CNN), when performing noise reduction on
images. Specifically focusing on the impact of the size of dataset used to train
the two different kinds of neural networks has on the performance, as well as
how well these two networks perform when reducing different types of noise.
This in an attempt to determine whether the use of the more modern type of
network, the CNN, performs better than the older type of network, the MLP,
specifically for image noise reduction. The results show as expected that the
MLP performs worse than the CNN, also that the impact of the size of the
dataset and choice of noise to be reduced is, albeit of great impact on the per-
formance, not as important as the choice of neural network.
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Sammanfattning
Bilder som är utsatta för brus är ett problem som kan adresseras genom att
utföra brusreduktion med hjälp av neurala nätverk. I denna studie analyse-
ras effekt-skillnader i brusredusering av bilder för två olika typer av neurala
nätverk, en Multilayer Perceptron (MLP) och ett konvolutionellt neuralt nät-
verk (CNN). Fokus ligger specifikt på hur indatans storlek under träningen, är
påverkad av två olika typer av neuronnätverk samt hur bra dessa två neurala
nätverk presterar när de reducerar olika typer av brus. Detta i ett försök att
avgöra om användningen av den modernare typen av nätverk, CNN har högre
prestanda än den äldre typen, MLP för brusreducering. Resultaten visar som
förväntat att MLP:n fungerar sämre än CNN:n, också att effekten av indatans
storlek och valet av brus att reduceras är, trots att de båda har en stor inverkan
på prestandan, inte lika viktigt som valet av neuralt nätverk.
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Chapter 1

Introduction

In today’s society the presence of photography is recurrent in a vast amount
of areas. It encompasses records of medical patients surgeries [1], footage
of criminals committing a crime, individuals uploading selfies on social me-
dia and pictures of people’s childhoods, among other things. The cameras
used for taking image vary in quality and are always subject to some degree
of noise. Sometimes this is due to the fact that the images are taken in low-
light environments or because of the electrical circuitry inside of the camera
is interfering with its sensor.[2] Three common types of noise are Gaussian
and Poisson, which are both common in cellphone taken photos, and Speckle,
which is more common in medical imagery. [2][3][4]

The importance of obtaining a noise-free image can be crucial for a surgeon
to proceed in the right way, for the police to obtain solid evidence in order
to perhaps apprehend the right people, or for an individual to capture every
single detail in their selfie without things becoming distorted. What can then
be done with noisy images? The answer is noise reduction. Noise reduction is
the removal of noise through various means. Gaussian noise can for example
be reduced by adaptive smoothing techniques [5] or by using neural networks,
as in this study. [6]

A neural network is a brain-based machine-learning method for computers to
simulate the functions of a system of connected neurons.[7] Neural networks
are often constructed out of three types of layers: input layer, hidden layer(s)
and output layer. Each layer is build on an arbitrary amount of nodes that are
connected with other nodes from different layers.
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2 CHAPTER 1. INTRODUCTION

Two commonly used types of neural networks are the Multilayer Perceptron
(MLP) and the Convolutional Neural Network (CNN). A MLP is a standard
node-based neural network with a minimum of three layers, while a CNN is a
network that is constructed without a node-based structure, but rather with a
matrix-based structure. CNNs are made to keep a three dimensional perspec-
tive in mind. In turn CNNs are often used for image recognition and for image
processing tasks.[8] [9]

Although CNNs were designed during the 1980s, they were because of hard-
ware limitations rarely utilized before 2010.[10] On the other hand, neural
networks such as MLP have used for noise reduction before 2010, although
not necessarily on very complex images.[11] In turn it would be interesting to
see how an older type of neural network, an MLP compares to a more modern
type of neural network, a CNN.

1.1 Research Question
The aim of this thesis is to investigate if a deep [12] CNN outperforms a shal-
low [12] MLPwhen performing noise reduction on images. The specific ques-
tions that will be investigated are:

• What impact does the amount of files used for training have on the per-
formance between the neural networks?

• What impact does the type of noise to be reduced have on the perfor-
mance between the neural networks?

1.2 Scope
• This thesis limits itself to the comparison between two kinds of neu-
ral networks, each with a specific configuration. The MLP being con-
structed as a shallow network with only 3 layers, while the CNN in con-
structed to be deep with 8 layers in total.

• The training of the neural network is done with dataset sizes no larger
than 9000, 100x100 (resolution), images. This due to the lack of pow-
erful hardware and the desire to load all images into RAM.

• The neural networks are trained on three different types of noise, particu-
larly the commonly foundGaussian Noise, the often less trained on Pois-



CHAPTER 1. INTRODUCTION 3

son noise and the medical imagery noise, Speckle. These three types of
noise distributions are primarily chosen because of their commonness
in photography and because they can all be applied to images utilizing
the scikit-image Python module.



Chapter 2

Background

2.1 Supervised Learning
Supervised learning is onemajor approach commonly used while training neu-
ral networks. It involves having a set of data as well as a representative set of
data which matches the other. The way a supervised neural network works
is that an input is fed into the neural network, and a result is expected on the
other end. The neural network is then essentially altered based on how well
the network approximated the result. [13]

2.2 Artificial Neural Network
An artificial neural network is essentially a weighted graph that takes an input
and presents some kind of output. This based on the workings of the human
brain [7]. A very good example to understand the way in which the simulation
of the brain’s neurons are related to computer science is by looking at the
images below. [14]. We can clearly see that they all represent the number 3,
even though they are not identical to each other. But how is this possible? How
are we capable of perceiving three different images as the same? The answer
is that our brain has previous knowledge on how the number 3 is constructed,
due to the fact that we have seen it represented in thousands of different ways
and shapes in multiple occasions. We identify two arcs, where one is on top of
the other. Or in mathematical terms: two functions of degree 2 that are turned
90◦, where one lays on top of the other. This means that every time we see this
pattern we identify it as a 3. Thus, the idea behind ANN is to train the neural
network with an arbitrary amount of data so that it is then able to identify a
valid output.

4
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Figure 2.1: Three representations of the number 3

2.2.1 MLP
AMLP is a widely spread neural network that is used for supervised learning
as well as for speech and image recognition[8]. A typical MLP architecture
(Figure 2) is composed of three main parts: an input layer, an output layer
and a couple of hidden layers, that can be seen as a black box. Every node
in the figure represents a neuron of the neural network, where every neuron is
assigned a specific value. Figure 2 should be seen as a feed-forward network.
This means that the information is single directed: the signal goes from the
input layer, through the hidden layers, and ending in the output layer, where,
for every node ni in the ith layer there is an edge to all the other nodes nj in
the (i + 1)th layer. Once the input signal has arrived to the output layer, the
MLP learns by using backpropagation.
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Figure 2.2: Architectural graph of a MLP with two hidden layers[15]

2.2.2 CNN
A CNN is a type of neural network that is primarily used for image-based
input.[9] This is due to the fact that CNN performs well when utilizing and
recognizing spatial features, such as objects and edges.[16] A CNN will likely
be made out of several different layers, including Convolutional-, Pooling-,
and the Fully Connected layer types.

In Figure 3, the Fully Connected layer is a layer that behaves much like a
standard layer in a MLP. [17] The Fully Connected layer is mostly used for
classification tasks, and is in turn not relevant for this thesis. However, the
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other two types of layers in Figure 3, the Convolutional- and the Pooling layer
are. As this thesis focuses on images, the following descriptions will be fo-
cused on Convolutional layers for image input.

Figure 2.3: Structural representation of a CNN CNNEli5

A Convolutional layer is a layer which takes input and represents it in a dif-
ferent way utilizing filters. Filters are essentially iterators that stride through
the input and presents it as a new, smaller, partially merged output. The out-
put may or may not be padded. If the output is padded it will have the same
dimensions as the input. The padding is done by filling the parts not existing
originally in the output with for example zeroes.[9] Each convolutional layer
may have many filter representations per layer, producing an output. When
dealing with images the amount of filter representations is equal to the out-
put’s depth.[18][19]
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A Pooling layer is one which takes input and reduces its spatial dimensions to
make it easier to process. Some common examples of pooling layers include
MaxPooling or AveragePooling. The process of reducing the dimension works
much like the iterations of the filters in the convolutional layer. In both cases,
it is done by either taking the maximum or average value across one part of
the input, reducing the input per dimension of depth based on the specified
pooling size.[18][19]

2.3 Hyperparameters
Hyperparameters are the static parameters that can be altered before training
a neural network, this includes parameters such as the amount of nodes in the
hidden layers of a neural network [20], the specified optimizer or the activa-
tion functions used. Hyperparameter tuning (altering) is important to achieve
better results[20].

2.4 Noise
Noise is for the purpose of this thesis considered to be irrelevant information
that obscures relevant information.[21] Noise can occur during the capture,
storage or retrieval of data because of the used hardware’s malfunctioning.[2]
In digital imagery there are multiple types of noise. Three of them are Gaus-
sian, Poisson and Speckle. These noises are shown on the pictures below.

Figure 2.4: A
clean image ex-
tracted from the
dataset.

Figure 2.5: The
clean image
corrupted with
Gaussian noise.

Figure 2.6: The
clean image cor-
rupted with Pois-
son noise.

Figure 2.7: The
clean image
corrupted with
Speckle noise.
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2.4.1 Gaussian
Gaussian noise is normal distributed noise. In images it is often fore-coming
in pictures taken in poor light conditions. However, it may also appear because
of electrical interference and overheating hardware[2].

2.4.2 Poisson
Possion noise is one of the more dominating sorts of noise in digital imagery.
It is dependent on the amount of photons per pixels and can arise because of
poor quality image sensors. [3]

2.4.3 Speckle
Speckle noise in images is noise caused by environmental impacts on the sen-
sor while capturing the image itself. It is commonly found within medical
imagery and within active radar images.[22]

2.5 Previous research
The area is not without previous research. The study A Convolutional Neu-
ral Network’s Denoising Approach for Salt and Pepper Noise performs noise
reduction on a total of 97 images with different density of Salt and Pepper
Noise. This is done by using an own implemented CNN and comparing it
to other state-of-the-art neural networks, such as MLP. In this study the au-
thors compare the efficiency of their CNN implementation with other neural
networks by visually comparing the results of the noise reduced image. The
drawn conclusion from this study is that their own implemented CNN outper-
forms any other used neural network, inlcuding MLP, when it comes to Salt
and Pepper noise-reduction on images. Although Salt and Pepper noise is not
quite the same as Gaussian, Poisson or Speckle, it shows that noise reduction
can indeed be performed utilizing CNNs.[23]

On the other hand, a study performed at Universidad Politecnica de Valencia
showed that MLPs could also be used to perform high quality noise reduction.
In the study, this was specifically on scanned images for handwritten recogni-
tion tasks. The noise-corrupted images were compared to the clean images by
comparing the mean squared error for every pair of images. The mean squared
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error values obtained in this study varied between 0.0001 and 0.0008, mean-
ing that the images the network put out were almost identical to the originals.

Another study on noise reduction using neural networks was performed by
Aoija Zhao at Stanford University. It is another example of the presence of
CNNs when noise reducing images. The neural network was trained with dif-
ferent amount of images, all with the same density of Gaussian noise. The
maximum dataset that was used to train the neural network was 100 000 im-
ages with a resolution of 64x64x3 pixels. The results showed a significant
performance increase when the amount of training images were greater than
50 000. [24]



Chapter 3

Methods

The following chapter is divided into six parts where the process for obtaining
the results are described. Sections 3.1 and 3.2 explains how the used data
for training the neural networks was manipulated and altered. Sections 3.3
and 3.4 describes more in depth about the construction and architecture of the
used ANN as well as the used hyperparameters. Finally sections 3.5 and 3.6
reflects how the results were measured and compared.

3.1 Data Utilization
The Figure Eight Open Images Challenge 2018 Test set was identified as a
space-efficient set of approximately 10 GB of data, containing 99999 images.
It was chosen because of hardware limitations, particularly because of the lack
of disk-space on the computers this research was conducted on.

The contents of the Figure Eight Open Images Challenge 2018 Test set in-
cluded pictures of different resolutions. In turn the entire set was re-scaled to
pictures of resolution 100 x 100 pixels. This increased the space efficiency
RAM-wise and made it possible for the neural networks to only have to work
on pictures of the same size. Due to the limitations in RAM, only a maxi-
mum 10,000 of these 99,999 images were ever used at the same time. With
the dataset sizes being chosen as 90, 900, and 9000 paired with a validation
set size of 10, 100, and 1000 respectively.
The re-sized images in the datasets were imported asNumpy arrays (essentially
matrices) and divided by 255 in order to normalize the array data, representing
the values between 0 and 1. The arrays were then reshaped into 3 dimensional
structures of the type 100x100x3, this as each 100x100 image contains three

11
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layers, one for each color code, R(ed), G(reen) and B(lue). The arrays were
then reshaped to fit the input requirements of the neural networks. At last the
arrays were merged and split into train and validation data accordingly.

3.2 Noise Introduction
The training- and test set were duplicated and corrupted with the three dif-
ferent used noises. The noise introduction was performed on these duplicates
utilizing the scikit-image Python module. The noise applied to the images was
randomly chosen, producing a randomly distributed amount of noise across the
training and test sets.[25]

3.3 Neural Network Construction
The neural networks were constructed based on Keras tutorials on how to
construct image denoisers as well as tutorials from the Microsoft Cognitive
Toolkit, then structured to function based on the limited hardware used. [19]
[26]

3.3.1 MLP
TheMLPwas constructed with one input layer, taking a one dimensional input
of size 30,000, covering each pixel value of the 100x100 matrix and including
each value for each color layer. The second layer was a compression layer of
1200 nodes, that compressed the input down to 4% of its original size. Finally
a reconstruction layer of 30,000 nodes was used to produce a reconstruction
of the image fed into the neural network.

3.3.2 CNN
The CNN was constructed to take a three dimensional input (in practice it was
a four dimensional input due to multiple images being presented at once in
batches) in the form of 100x100x3. The actual structure of the network is
presented below.

• The input layer, taking input in the form 100x100x3 and outputting a
100x100x3 tensor.
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• A padded convolutional layer with 128 filters, with the filter size 3x3.
(Outputting a 100x100x128 tensor)

• A max pooling layer. (Outputting a 50x50x128 tensor)

• A padded convolutional layer with 64 filters, with the filter size 3x3.
(Outputting a 50x50x64 tensor)

• A padded convolutional layer with 64 filters, with the filter size 3x3.
(Outputting a 50x50x64 tensor)

• An upsampling layer of two, which simply duplicates all values along
the rows and columns of the matrix. (Outputting a 100x100x64 tensor)

• Apadded convolutional layer with 128 filters, with the filter size 3x3.(Outputting
a 100x100x128 tensor)

• Apadded convolutional layer with 3 filters, with the filter size 3x3. (Out-
putting a 100x100x3 tensor, matching the 100x100x3 output desired)

3.4 Hyperparameters
The networks were trained utilizing the activation function ReLU, except the
final layer that utilized the Sigmoid activation function. The reason for the
Sigmoid activation function on the final layer was to potentially allow other
activation functions to be used in the previous layers, although this was not
done.

As for the optimizer, the Adam optimizer was the chosen loss optimizer uti-
lized during the training of the constructed neural networks. This was as the
Adam function is one of the more commonly used optimizers, and in turn the
results may present information useful to a greater amount of individuals.

As for the rest of the used hyperparameters, the learning rate was set to the
default of the Adam optimizer in Keras (0.001). The batch size was set to 1/9th
of the size of the training dataset when possible. The CNN could however not
be trained with batch sizes above 50.
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3.5 Obtaining Results
Once the neural networks had been trained, they were provided with new val-
idation data, this in the form of 1000 new noisy images, never seen before by
the network. The same original images were used for all validations, how-
ever four different noise profiles were used for each dataset of 1000 corrupted
images: Gaussian, Poisson, Speckle and Mixed (a dataset where the images
each had been corrupted with one of the three previously mentioned noises).
Each of the noise profiles producing 1000 new Mean Squared Error values.
These values were then averaged to produce results that enhanced easier read-
ing comprehension. This process was then repeated for each size of datasets
that the neural networks were trained with.

3.6 Statistical Analysis
A 3-Way ANOVA statistical test was used for determining the effect of the
three independent variables: Artificial Neural Network, Size of Dataset and
used Noise, on the performance of the output variable: Mean Squared Error.
The effect was quantified by looking at the Partial Eta Squared value and the
significance level used was set at 0.05 because of the low size of dataset. As
of the impact of the effect size, it was based on Jacob Cohen’s values of im-
pact of effect size, with a small effect being a Partial Eta Squared of 0.0099, a
medium of 0.0588, and large if above 0.1379.[27]

In order to determine the impact of the independent variables on the noise
reduction on images, the following null hypotheses were tested:

• H0ANN
= The used artificial neural network has no impact on the per-

formance.

• H0SD
= The used size of dataset has no impact on performance.

• H0N = The used noise to validate has no impact on performance.

• H0ANN∗SD
= The used artificial neural network AND the size of dataset

has no impact on the performance.

• H0ANN∗N = The used artificial neural network AND the choice of noise
has no impact on performance.
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• H0SD∗N = The used size of dataset AND the choice of noise has no
impact on performance.

• H0ANN∗SD∗N = The used artificial neural network AND the size of the
dataset AND the choice of noise has no impact on performance.
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Results

The results are presented in three sections. The first section 4.1 Mean Squared
Error Across Validation Data shows, for both MLP and CNN, the average
value of the mean squared error of the validation data for the different sizes of
datasets as well as for different noises. The sizes of datasets include 90, 900,
and 9000. The different types of noise include Gaussian, Poisson, Speckle,
and Mixed, where Mixed refers to a dataset filled with a mixture of images,
each corrupted by one of the three different types of noise. The second sec-
tion 4.2 Statistical Analysis shows a 3-way Anova, where the mse is used as
dependent variable and the type of ANN, Size of Dataset and type of noise as
fixed factors. The third section 4.3 Visual Representation shows visually how
well the different ANN performed.

4.1 MeanSquaredError Across ValidationData

4.1.1 MLP
The results from the trained MLP are presented in the form of a table of 3
columns and 12 rows. The first column presents the type of noise that is being
addressed, the second what size of dataset has been used to train the neural
network and the third, the average mean squared error across 1000 validation
images.

16
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Figure 4.1: Average mean Squared Error based on Size of Dataset and what
type of Noise has been used to corrupt the Dataset.

The table reveals that with an increase in the size of dataset, the average perfor-
mance increases (as measured in Mean Squared Error). However, the increase
in performance diminishes across each new increase in size of dataset.

4.1.2 CNN
The results from the CNN follow the same structure as the MLP: the perfor-
mance increases every time the dataset increases, regardless of type of noise
that is being reduced. However, unlike the MLP, the results are not as similar.
Specifically the CNN is a significantly better at reducing Poisson noise com-
pared to the other types of noise. For visual representation please see section
4.3 Visual Representation.
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Figure 4.2: Average Mean Squared Error based on Size of Dataset and what
type of Noise has been used to corrupt the Dataset.

4.2 Statistical Analysis
The results below (Figure 4.3) show the relevant values of the 3-way ANOVA
performed. The values include the Source, detailingwhat kind ofNull-Hypothesis
is being tested by the 3-way ANOVA. The Significance, detailing whether the
Null-Hypothesis is confirmed or rejected. Finally, the Partial Eta Squared, de-
tailing what kind of impact the stated source has on the performance. The
values presented are rounded off to four digits.
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Figure 4.3: Results from 3-way ANOVA performed on the validation data for
both neural networks, all dataset sizes and the three different types of noise.

Looking at the second column of Figure 4.3, the significance level, the Null-
Hypotheses are rejected for all sources, excluding Size of Dataset*Noise and
ANN*Size of Dataset*Noise. This indicates that the combination of Size of
Dataset and Noise, as well as the combination of ANN, Size of Dataset and
chosen Noise, do not have an impact on the performance when dealing with
the ability to reduce noise.

Observing at the other sources, the strongest impact on the performance is
the choice of ANN, having a great impact on the performance, based on the
value 0.632 being greater than 0.1379. According to Jacob Cohen’s indicator
of impact,a value with a Partial Eta Squared greater than 0.1379 has a great
impact on the performance. When it comes to the choice of Size of Dataset the
value for its Partial Eta Squared is greater than 0.1379, although it is only about
a third of the Partial Eta Squared of the choice of ANN. The choice of ANN
together with the choice of Size of Dataset has a Partial Eta Squared of about
0.144, also indicating a great impact. The choice of noise, although not having
a great impact on the performance, does achieve a low impact, as the Partial
Eta Squared value of 0.012 is greater than Cohen’s limit for something having
a low impact (0.099). The remaining source with a rejected null hypothesis,
ANN*Noise, does seemingly have an impact on performance, although it is
lower than Cohen’s limit for low impact performance.
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4.3 Visual Representation
This section shows a visual representation of the noise-reduced images after
trained by the neural network. The first image, Figure 4.4, is the original image
and the second image, Figure 4.5, is one corrupted by Speckle noise. The
third and fourth images, Figure 4.6 and Figure 4.7, show the noise reduction
performed by the MLP and CNN, respectively, after being trained on 9000
images. For other visual representations of different types of noise or other
sizes of the image dataset, please see Appendix A, Figures A.1 to A.24.

Figure 4.4: A clean image ex-
tracted from the dataset.

Figure 4.5: The clean image
corrupted with Speckle noise.

Figure 4.6: The corrupted im-
age noise-reduced using the
MLP trained on 9000 files.

Figure 4.7: The corrupted im-
age noise-reduced using the
CNN trained on 9000 files.
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Discussion

5.1 Summary of results
The results show, as expected, that the MLP structure performs worse than the
CNN. The increase of the size of the dataset used, decreases the mean squared
error for both kinds of networks. As for the choice of noise it seems that there
is no bigger impact on what noise is reduced. However the CNN seems to be
a lot better at removing Poisson noise than the MLP. The statistical analysis,
shows a large impact from both the usage of ANN, the size of the dataset used,
as well as the two in combination. This together with a low impact from the
choice of noise.

5.2 Size of Dataset
So what is the impact on performance based on the choice of size of dataset?
The Partial Eta Squared reveals that the impact is indeed great. Both tables
(Figure 4.2 and Figure 4.3) of the results gathered from the model based on a
shallow MLP and a deep CNN reveals similar results.

Looking at the statistical analysis it shows that the choice of size of dataset,
albeit important, has a lower impact than the choice of neural network. At the
same time the source combination of size of dataset and type of neural net-
work has a great impact on the performance. These are expected results, as
the more nowadays used type of network, the CNN, is both deeper and made
for image processing compared to the MLP.

Furthermore, it makes sense, as seen in the research by Aoija Zhao, that more
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images being trained on should allow the network to perform better. This
explains the increase in validation performance, as shown by the decrease in
mean squared errors. Although the performance difference measured in mean
squared error is greater with an increase in the size of the dataset, the difference
between using 900 and 9000 images may be considered negligible. This as the
decrease in Mean Squared Error isn’t as drastic between 900 and 9000 images
compared to the decrease between 90 and 900 images. This is mostly notable
with the MLP, however there are some hints of it within the results based on
the CNN as well.

5.3 Impact of Noise
What impact does the type of noise to be reduced have on the performance be-
tween the neural networks? The choice of noise does not seem to matter when
performing noise reduction with the shallow MLP. This, as the mean squared
errors per choice of size of dataset, regardless of choice of noise, is contained
within a small range of values (e.g 0.13764-0.14007 and 0.21622-0.21676).

For the CNN however, the results are quite different. The performance varies
in regards to what noise the network is reducing. Something unexpected was
how well the network performed in the reduction of Poisson noise. Especially
with the uniformity of capability of reducing noise as observed with the MLP.
With a size of dataset of 90 images, perhaps one could assume, as the assig-
nation of noise was random between each training run (for each network and
for each size of dataset), that more images with Poisson noise might have been
provided to the network during the training process. However as the results
repeat for both 900 and 9000 images, and the fact that it is quite unlikely that
Poisson noise was favoured, in the datasets for training, three times in a row. In
turn, it seems just to state that Poisson noise is easier to remove than Speckle
or Gaussian noise. Perhaps Poisson noise isn’t as damaging to the images as
the other two types of noise. Something that might seem reasonable when
looking at the corrupted images in Appendix A, Figure A.18 (an image cor-
rupted with Poisson noise) compared to Figure A.2 (an image corrupted with
Speckle noise). In the image with Speckle noise, the plane can barely be seen,
compared to in the image with Poisson noise where the plane can be seen even
though the image is noisy.

Taking it to a greater perspective, if one were to utilize this network for noise
reduction, it could be great for people with cameras with low quality image
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sensors. This as they would likely produce images with more Poisson dis-
tributed noise, and in turn would have the noise reduced to a higher quality.

5.4 Impact of Neural Network
The choice of neural network does have a great impact on the performance
of the noise reduction. There is nothing surprising about this. The MLP, al-
though having been used in the past for noise reduction tasks, is outclassed by
the newer generation of neural networks, the CNN. TheMLP used was shallow
and the CNN used was deep, in turn something that might perhaps be inter-
esting to see is how a shallow CNN performs against a shallow MLP or how a
deep MLP performs against a deep CNN. Especially the latter once, since this
is something that could not be done on the limited hardware this study was
performed on.

Something to point out though, was that the shallow neural network went
through quite the compression, nodewise, starting out with 30000 nodes then
going to 1200 before returning to 30000. This was as stated before due to
hardware limitations, but perhaps the compression from 30000 to 1200 is a
bit too much for the network to be able to reduce the noise and still produce
a legible image. Although this could also have been solved by allowing the
network to train on a greater amount of files. This based on what can be seen
in for example Appendix A, Figure A.5 and A.7, where the MLP goes from
just showing a somewhat correctly colored blur to the very blurry shape of a
plane.

5.5 Limitations
This study has faced some limitations. As for the chosen neural networks,
there were only two types of configurations used, MLP and CNN, leaving out
other neural networks such as RNN, Spiking NN etc. At the same time, the
construction of the ANNs were purposly perfomed quite differently, with the
CNN being deep and the MLP being shallow. This makes it hard to generalize
the results to all types of MLPs and all types of CNNs.

Furthermore, the some of the used hyperparameters of the networks were not
altered whatsoever, including the learning rate of the optimizer Adam, the ac-
tivation function and the batch size. Perhaps better results could be obtained
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by tuning the hyperparameters, as this is a step in neural network construction
that was left out in this study.

Moreover, something that limits our findings is the fact that the neural net-
works are only capable of performing noise reduction on 100x100 squares,
something that may not be directly useful to the general public when camera
phones with an ever increasing megapixel count. Although there is potential
for targeted noise reduction, this study only shows a proof-of-concept of the
effectiveness on how noise reduction can be performed using neural networks.

There is also the fact that the amount of files used in the training of the dataset
can be considered low from a big data perspective. Compared to the study
by Zhao at Stanford, the maximum size of dataset used in this thesis is only
about a tenth of the maximum used in her study. Thus, a thesis that investigates
the impact of size of dataset, a greater amount of configurations of images in
the dataset trained on would potentially provide more interesting results. Even
though theMean Squared Error decreased between 900 and 9000 images, there
is no solid evidence that the Mean Squared Error would keep decreasing for
greater sizes of datasets.

5.6 Future research
As stated in the Limitation section, this thesis is a proof-of-concept on how
neural networks can be used to perform noise reduction on images. By utiliz-
ing greater hardware and cloud based computing, the amount of images trained
and validated on could be increased. The resolution of the images could as
well be increased in that way. Apart from this, the networks constructed for
this thesis were rather shallow, creating potential for utilizing deeper networks
to see if any greater performance improvements could be gained.

Additionally, trying out noise reduction on more types of noises as well as uti-
lizing more types of neural networks to try to perform noise reduction could
potentially be an area of interest for future studies. As mentioned before, so
could the comparison between two (or more) shallow or deep neural networks,
of different types, in the process of performing noise reduction.

Lastly, investigating whether the 1200 nodes in the hidden layer of the MLP
is the bottleneck in the performance of the MLP would also be rather interest-
ing. This as it is a hyperparameter that could not be altered due to hardware
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limitations.



Chapter 6

Conclusions

This thesis is structured with the goal to investigate whether a shallow MLP
is outperformed by a deep CNN in the process of noise reduction, particularly
focusing on the impact the size of dataset has on the performance of the neural
networks, as well as if any different type of noise is easier to reduce.

From the presented results it is possible to showcase that performance-wise
the shallow MLP is outclassed by the deep CNN, even when comparing the
MLPs that have been trained on 9000 images to the CNNs that have only been
trained on 90.

For the impact of the choice of the size of dataset we can see that it is also
significant, regardless of noise or neural network used. This can be seen in
how the average Mean Squared Error values for the both of the trained net-
work models decrease together with the increase in the size of the dataset used
for training.

Lastly, the impact of the choice of noise is especially notable when it comes
to validation data obtained from the CNN-based model. Whereas it is not
when dealing with the MLP-based one. This can especially be seen in the
Mean Squared Error dealing with the reduction of Poisson noise for the CNN-
based model. For the validation data on the CNN trained with 9000 files, the
reduction of Gaussian noise performs about ten times worse than the reduction
of Poisson noise. While the MLP simply keeps the reduction of every type of
noise within a similar range, within each section of size of dataset used to train
the network.
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Appendix A

Visual Representations

Figure A.1: A clean
image extracted from
the dataset.

Figure A.2: The clean
image corrupted with
Speckle noise.

Figure A.3: The
Speckle noise cor-
rupted image noise-
reduced using the MLP
trained on 90 files.

Figure A.4: The
Speckle noise cor-
rupted image noise-
reduced using the CNN
trained on 90 files.
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Figure A.5: The Speckle noise
corrupted image noise-reduced
using the MLP trained on 900
files.

Figure A.6: The Speckle noise
corrupted image noise-reduced
using the CNN trained on 900
files.

Figure A.7: The Speckle noise
corrupted image noise-reduced
using the MLP trained on 9000
files.

Figure A.8: The Speckle noise
corrupted image noise-reduced
using the CNN trained on 9000
files.
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Figure A.9: A clean image ex-
tracted from the dataset.

Figure A.10: The clean image
corrupted with Gaussian noise.

Figure A.11: The corrupted
image noise-reduced using the
MLP trained on 90 files.

Figure A.12: The Gaussian
noise corrupted image noise-
reduced using the CNN trained
on 90 files.



APPENDIX A. VISUAL REPRESENTATIONS 33

Figure A.13: The Gaussian
noise corrupted image noise-
reduced using the MLP trained
on 900 files.

Figure A.14: The Gaussian
noise corrupted image noise-
reduced using the CNN trained
on 900 files.

Figure A.15: The corrupted
image noise-reduced using the
MLP trained on 9000 files.

Figure A.16: The Gaussian
noise corrupted image noise-
reduced using the CNN trained
on 9000 files.
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Figure A.17: A clean image ex-
tracted from the dataset.

Figure A.18: The clean image
corrupted with Poisson noise.

Figure A.19: The Poisson
noise corrupted image noise-
reduced using the MLP trained
on 90 files.

Figure A.20: The Poisson
noise corrupted image noise-
reduced using the CNN trained
on 90 files.
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Figure A.21: The Poisson
noise corrupted image noise-
reduced using the MLP trained
on 900 files.

Figure A.22: The Poisson
noise corrupted image noise-
reduced using the CNN trained
on 900 files.

Figure A.23: The Poisson
noise corrupted image noise-
reduced using the MLP trained
on 9000 files.

Figure A.24: The Poisson
noise corrupted image noise-
reduced using the CNN trained
on 9000 files.
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