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Intro

TensorFlow is an open-source software library for programming across a range of 
tasks. It is a symbolic math library, and also used for machine learning 
applications such as neural networks. It is used for both research and production 
at Google. 



Dataflow Graph
The main difference from other libraries is dataflow 
graph. Graph calculation advantages:

● Parallelism. operations can execute in parallel.
● Distributed execution. partition your program 

across multiple devices (CPUs and GPUs) 
● Portability. language-independent representation 
● Visibility. represent the computation graph in a  

graphic form



TensorFlow API
TensorFlow API is “divided” into high and low level API.

● Low level API
○ Manage your TensorFlow Graph and runtime
○ Run TensorFlow operations
○ Build your training loop

● High level API
○ Provides a convenient interface for importing data
○ Greatly simplifies machine learning programming by using Estimator class



Solve ML task
Using High level API (Estimator class) it is easy to implement ML program.

1. Write function that read input data
2. Write function that build model graph

a. Define the model
b. Implement training, evaluation, and prediction

3. Use Estimator class for call train, evaluate or predict method



Data import
Tensor flow has convenient data import mechanism based on Dataset class.

● It is easy to implement reading and preprocessing from any data format
○ using TensorFlow API, or
○ using arbitrary Python logic 

● Reading from single file or from multiple files

An Example for reading 
images for training



Model function
To implement 3 steps are needed:

1.    Write model make prediction
2.    Calc losses and accuracy
3.    Define optimizer for train 



Estimator class
● Estimator class takes model function and params as arguments
● It provide train, evaluate and predict functions that simplifies work with the 

library
● Train, evaluate and predict functions takes input function as arguments

An Example for using 
Estimator class



Logging and saving model
TensorFlow provide mechanisms for logging, saving restoring

● Checkpoints. Saving versions of the model created during training
● Saving variables for future using.
● Exporting and importing models
● Event files contains information that TensorBoard uses to create 

visualizations

An example code for saving 
variables during train and 
visualize in TensorBoard



Tensorboard
Tensorboard is a web app to view information about your Tensorflow app. Data is 
written in Tensorflow and read by Tensorboard.

It allows to build the following types of graphics:

● Visualization learning
● Graph visualization
● Histogram 
● Precision-recall curve



Tensorboard interface 



Tensorboard interface 



Tensorboard interface 



Tensorboard interface 



Summary
Positive points

● Computing on GPU (using NVIDIA CUDA) 
● Flexibility
● TensorBoard
● Detailed documentation
● Working with Keras

Negative points

● For our project convolution on hexagonal images should be implemented



First experience of using TensorFlow library
● The library is convenient for use
● An attempt has been made to implement the solution of the simple image 

recognition
● A fully connected neural network was established (works well)
● A Convolutional neural network was implemented (doesn't works well yet - 

overfitting)
● Working with hexagonal images in process



Keras

\

Keras is an open source neural network library written in Python. It is capable of 
running on top of TensorFlow, Microsoft Cognitive Toolkit, Theano, or MXNet. 
Designed to enable fast experimentation with deep neural networks, it focuses on 
being user-friendly, modular, and extensible.

Last year Google's TensorFlow team decided to support Keras in TensorFlow's 
core library.



Keras
Positive points:

● Easy to learn, easy to use
● Quick build of the model and its implementation
● Contains implementations of commonly used neural network building blocks 

such as layers, objectives, activation functions, optimizers
● Can be used together with TensorFlow for ML tasks

Negative points: 

● Not enough flexible (but extendable)



Keras model example

Keras allows write complex NN model in 
several code lines.

 

1.   Define model
2.   Compile model
3.   Fit and evaluate



Thank you for your attention


